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#### Abstract

The focus of this paper is on incompressible flows in three dimensions modeled by least-squares finite element methods (LSFEM) and using a novel reformulation of the Navier-Stokes equations. LSFEM are attractive because the resulting discrete equations yield symmetric, positive definite systems of algebraic equations and the functional provides both a local and global error measure. On the other hand, it has been documented for existing reformulations that certain types of boundary conditions and high-aspect ratio domains can yield very poor mass conservation. It has also been documented that improved mass conservation with LSFEM can be achieved by strengthening the coupling between the pressure and velocity. The new reformulation presented here is demonstrated to provide both improved multigrid convergence rates because it is differentially diagonally dominant and improved mass conservation over existing methods because it increases the pressure-velocity coupling along the inflow and outflow boundaries.
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## 1. Introduction

Least-squares finite element methods (LSFEM) are attractive because they are based on a minimization principle and yield discrete linear systems that are symmetric and positive definite. These benefits hold even for problems like the Navier-Stokes equations, which yield a saddle-point problem and indefinite linear systems for mixed finite element methods $[3,4,8]$. The Navier-Stokes equations are second-order equations, so a least-squares method based on the original, primitive variables would yield an undesirable linear system with a condition number that is proportional to $h^{-4}[14]$. To avoid this difficulty, the second-order equations are typically reformulated as a system of first-order equations through the introduction of new variables. Additional, equivalent equations can be added to the first-order system of equations because the problem is cast as a least-squares minimization problem. For example, if the original system of equations contains

[^0]the equation $\nabla \cdot \mathbf{v}=0$, the equation $\nabla(\nabla \cdot \mathbf{v})=0$ could be included in the system of equations without contradiction, assuming that $\mathbf{v}$ is sufficiently smooth. There is typically some flexibility in how the second-order equations are rewritten as first-order equations and flexibility in which additional equations are added to the first-order system $[5,11,21]$. This flexibility is often exploited to achieve a second advantage of LSFEM: some reformulations of the original equation(s) allow the system variables to be essentially decoupled so that the homogenous form is elliptic and continuous, providing significant computational advantages [9]. A third advantage is that the functional provides a sharp a priori error estimator [10].

Every approximate solution contains error, and the goal of numerical approximation is to minimize that error, possibly under additional constraints. The Navier-Stokes equations represent conservation of momentum and conservation of mass for a region containing an incompressible, Newtonian fluid. For mixed finite element methods, conservation of mass is enforced by the divergence-free constraint on the velocity field, which essentially uses pressure as a Lagrange multiplier. As a result, most of the error in the numerical approximation is in the conservation of momentum. In contrast, least-squares finite element methods distribute the error between the different terms in the functional, so the approximate solution can emphasize conservation of mass or conservation of momentum by simply changing the functional. When looking at an approximate solution, error in the conservation of mass is typically more obvious than error in the conservation of momentum. As a result, one of the often cited drawbacks of least-squares methods for the Navier-Stokes equations is that some approximate solutions do not conserve mass at an acceptable level between the inflow surface, $\Gamma_{\mathrm{i}}$, and the outflow surface, $\Gamma_{\mathrm{o}}$. Of course, by changing the functional, conservation of mass can be improved at the expense of the other terms in the functional [25]. An additional expense of improving mass conservation is that the performance of standard multigrid solvers (a popular choice for these elliptic operators $[9,20]$ ) may degrade.

Several methods exist for improving the accuracy of least-squares methods, and some of these are summarized below.

- Refining the mesh (i.e. reducing $h$ ) reduces the total approximation error and, consequently, the mass conservation error in an optimal manner [ $1,4,6$ ].
- Because the solution to the Navier-Stokes equations is smooth away from the boundaries, the use of higher-order finite elements (i.e. increasing $p$ ) can dramatically improve accuracy [24].
- The use of reduced integration can result in a collocation method and a zero residual for mass conservation [11,21], although this also results in the loss of positive definiteness of the operator, which has a strong negative impact on a standard multigrid solver [14].

These methods change the space from which an approximate solution is sought, instead of changing the functional. The goal in this paper is to examine how changing the first-order system of equations (i.e. changing the functional) affects both the error in mass conservation and the performance of the solver. Almost all the previous efforts to change the functional to improve mass conservation have focused on adding a weight to the $\nabla \cdot \mathbf{v}$ term (i.e. mass conservation term) within the functional. This method improves mass conservation, but it can also have a negative impact on the performance of linear system solvers, including standard multigrid, as we show in the following section. One notable alternative to weighting the divergence of velocity term was recently proposed by Pontanza [23]. He used a regularized divergence free constraint (i.e. $\nabla \cdot \mathbf{v}=-\epsilon \delta p$ ) to improve the coupling between the pressure and velocity and demonstrated improved mass conservation. Also, we recently developed a new first-order formulation of the Navier-Stokes equations that is related to the one developed in this paper and also demonstrates improved mass conservation [18]. Because of the boundary conditions used, however, the method was limited to problems where the velocity on the inflow and outflow boundaries was near the steady flow profile, a limitation that is not present for the method developed in this paper. Also, the operator associated with the first-order formulation was not differentially diagonally dominant, a weakness that is overcome with the formulation used here.

Our interest here is in three-dimensional problems involving laminar, incompressible fluid flow through a rigid conduit, such as air flow through the upper branches of the human airway. For all problems, we assume the inlet velocity is fully specified, the velocity along walls is set to zero, and, along the outlet, the tangential velocity and the normal gradient of the normal velocity are set to zero. These are the only boundary conditions
that are known, and any other boundary conditions specified on, for example, vorticity, are derived from these known conditions. The goal is to reformulate the Navier-Stokes equations as a first-order system of equations in a novel manner to improve global mass conservation. Global mass conservation is measured in terms of the fractional change of mass flow, defined as

$$
\begin{equation*}
\frac{\int_{\Gamma_{\mathrm{i}}}(\mathbf{n} \cdot \mathbf{v}) \mathrm{d} \Gamma_{\mathrm{i}}-\int_{\Gamma_{\mathrm{o}}}(\mathbf{n} \cdot \mathbf{v}) \mathrm{d} \Gamma_{\mathrm{o}}}{\int_{\Gamma_{\mathrm{i}}}(\mathbf{n} \cdot \mathbf{v}) \mathrm{d} \Gamma_{\mathrm{i}}} \tag{1}
\end{equation*}
$$

where $\mathbf{v}$ is the velocity of the incompressible fluid, $\Gamma_{\mathrm{i}}$ is the inlet surface, and $\Gamma_{\mathrm{o}}$ is the outlet surface. Global mass conservation is (or at least should!) be satisfied automatically for problems with the velocity specified on all boundaries. While this class of problems is not the focus here, it should be stated that mass conservation can still be a difficulty for LSFEM, but the methods presented can reduce (but not entirely prevent) the loss of mass. LSFEM are currently in use in part because the resulting linear systems can be effectively solved using standard multigrid solvers. Therefore, an additional goal is to improve (or at least maintain!) multigrid performance relative to existing reformulations. In the following section, existing reformulations are examined briefly and their performance on a representative test problem is measured, thus providing a baseline for comparison with the new least-squares formulation.

## 2. Background

The Navier-Stokes equations for an incompressible, Newtonian fluid are

$$
\begin{align*}
& -\sqrt{\operatorname{Re}}(\mathbf{v} \cdot \nabla \mathbf{v})-\nabla p+\frac{1}{\sqrt{\operatorname{Re}}} \Delta \mathbf{v}=0 \quad \text { in } \Omega,  \tag{2}\\
& \nabla \cdot \mathbf{v}=0 \quad \text { in } \Omega \tag{3}
\end{align*}
$$

where $p$ is the non-dimensional pressure, $R e$ is the Reynolds number, and $\mathbf{v}=\left(v_{x}, v_{y}, v_{z}\right)$ is the dimensionless velocity. This is an unusual scaling of the conservation of momentum equation in that the Reynolds number appears on both the convective and viscous terms. The most common way to reformulate (2) and (3) as a firstorder system is to define the vorticity, $\omega$, which is equal to the curl of the velocity and leads to the first-order system

$$
\begin{align*}
& \nabla \times \mathbf{v}-\omega=0 \quad \text { in } \Omega \\
& \sqrt{\operatorname{Re}}(\mathbf{v} \cdot \nabla) \mathbf{v}+\nabla p+\frac{1}{\sqrt{R e}} \nabla \times \omega=0 \quad \text { in } \Omega  \tag{4}\\
& \nabla \cdot \mathbf{v}=0 \quad \text { in } \Omega
\end{align*}
$$

This first-order system can be augmented by the following consistent equation:

$$
\begin{equation*}
\nabla \cdot \omega=0 \quad \text { in } \Omega . \tag{5}
\end{equation*}
$$

Eqs. (4) and (5) may be combined in a least-squares sense into a single functional given by

$$
\begin{equation*}
G_{\omega}(\omega, \mathbf{v}, p):=\|\nabla \times \mathbf{v}-\omega\|_{0, \Omega}^{2}+\left\|\sqrt{\operatorname{Re}}(\mathbf{v} \cdot \nabla) \mathbf{v}+\nabla p+\frac{1}{\sqrt{\operatorname{Re}}} \nabla \times \omega\right\|_{0, \Omega}^{2}+\|\nabla \cdot \mathbf{v}\|_{0, \Omega}^{2}+\|\nabla \cdot \omega\|_{0, \Omega}^{2} \tag{6}
\end{equation*}
$$

The geometry, boundary conditions, and parameters for the first test problem are given in Table 1. The problem shares many of the characteristics of the real world problems that we are interested in solving. These characteristics include a moderately high aspect ratio, a fully specified inlet velocity, and an outlet velocity that is only partly specified. The Reynolds number is also sufficiently low to ensure laminar flow, but not so low that it is in the Stokes regime. Before the functional (6) can be minimized, the domain is subdivided into a finite element mesh and a basis for the approximation is chosen. The brick-shaped domain is divided into $32 \times 8 \times 8$ hexahedral elements, and a triquadratic basis is used for all variables. The algorithmic details for minimizing the functional are given in the following section.

Fig. 1 shows the central cross-section of the first test problem when the vorticity functional, $G_{\omega}$, is minimized. Of the mass that enters the domain, $99.3 \%$ is lost before it leaves the domain, which is clearly unacceptable. The

Table 1
Geometry, parameters, discretization, and boundary conditions used for the first test problem

| Geometry | Brick: $0 \leqslant x \leqslant 5,0 \leqslant y \leqslant 1,0 \leqslant z \leqslant 0$ |
| :--- | :--- |
| Mesh | $32 \times 8 \times 8$ hexahedral elements |
| Basis | Triquadratics (all variables) |
| Inlet | $\mathbf{n} \cdot \mathbf{v}=-y(1-y) z(1-z)$ |
| Boundary | $\mathbf{n} \times \mathbf{v}=0$ |
| Conditions | $\mathbf{n} \cdot \omega=0$ |
| Outlet | $\mathbf{n} \cdot \nabla(\mathbf{v} \cdot \mathbf{n})=0$ |
| Boundary | $\mathbf{n} \times \mathbf{v}=0$ |
| Conditions | $\mathbf{n} \cdot \omega=0$ |
| Wall | $\mathbf{n} \cdot \mathbf{v}=0$ |
| Boundary | $\mathbf{n} \times \mathbf{v}=0$ |
| Conditions | $\mathbf{n} \cdot \omega=0$ |
| $R e$ | 100 |



Fig. 1. Central cross-section of flow through the first test problem using the standard vorticity formulation of the Navier-Stokes equations.
standard method for improving mass conservation is to multiply the $\nabla \cdot \mathbf{v}$ term in the functional by a constant, $\alpha$, greater than 1.0. For example, replacing Eq. (4) by $10 \cdot \nabla \cdot \mathbf{v}=0$ results in the mass loss being reduced to $71 \%$, and using $100 \cdot \nabla \cdot \mathbf{v}=0$ results in the mass loss being only $0.2 \%$.

To understand the effects of different first-order formulations on the rate of convergence of a standard multigrid solver, it is useful to examine the weak form being used. Defining the following operators:

$$
\mathscr{L}_{\omega}=\left[\begin{array}{ccc}
\nabla \times & 0 & -I \\
\alpha \nabla \cdot & 0 & 0 \\
\sqrt{\operatorname{Re}}(\mathbf{v} \cdot \nabla) & \nabla & \frac{1}{\sqrt{R e}} \nabla \times \\
0 & 0 & \nabla \cdot
\end{array}\right] \text { and } u=\left[\begin{array}{c}
\mathbf{v} \\
p \\
\omega
\end{array}\right]
$$

allows the system of Eqs. (4),(5) to be rewritten as

$$
\mathscr{L}_{\omega} u=f .
$$

The weak form, obtained using standard variational calculus techniques [1,4], is

$$
\begin{equation*}
\left\langle\mathscr{L}_{\omega} u, \mathscr{L}_{\omega} v\right\rangle=\left\langle f, \mathscr{L}_{\omega} v\right\rangle \quad \forall v \in \mathscr{V} . \tag{7}
\end{equation*}
$$

Multiplying the left side by $\mathscr{L}_{\omega}^{*}$, the formal adjoint of $\mathscr{L}_{\omega}$ (formal in the sense that full Dirichlet boundary conditions are assumed), allows the two operators on the left to be combined together into the formal normal, $\mathscr{L}_{\omega}^{*} \mathscr{L}_{\omega}$, written with $\sqrt{R e}$ replaced with 0 and $\frac{1}{\sqrt{R e}}$ replaced with 1 for simplicity as

$$
\left[\begin{array}{cccc}
\nabla \times & -\alpha \nabla & 0 & 0  \tag{8}\\
0 & 0 & -\nabla \cdot & 0 \\
-I & 0 & \nabla \times & -\nabla
\end{array}\right]\left[\begin{array}{ccc}
\nabla \times & 0 & -I \\
\alpha \nabla \cdot & 0 & 0 \\
0 & \nabla & \nabla \times \\
0 & 0 & \nabla \cdot
\end{array}\right]=\left[\begin{array}{ccc}
\left(\nabla \times \nabla \times-\alpha^{2} \nabla \nabla \cdot\right) & 0 & -\nabla \times \\
0 & -\nabla \cdot \nabla & 0 \\
-\nabla \times & 0 & (I+\nabla \times \nabla \times-\nabla \nabla \cdot)
\end{array}\right] .
$$

The goal is to obtain a formal normal that has differential diagonal dominance, by which we mean that $\mathscr{L}_{\omega}^{*} \mathscr{L}_{\omega}$ is diagonally dominant and the entries of the off-diagonal are of lower differential order than those on the diagonal. This differential diagonal dominance holds for the vorticity formulation, and, as a result, the performance of the algebraic multigrid (AMG) preconditioned conjugate gradient (CG) solver, which is summarized in Table 2, is acceptable considering that a triquadratic nodal basis was used [7,19]. Solver performance is measure using the average convergence factor, $\rho$, defined as

$$
\begin{equation*}
\rho \approx \sqrt[m]{\frac{\left\|\operatorname{res}^{(m)}\right\|_{2}}{\left\|\operatorname{res}^{(0)}\right\|_{2}}} \tag{9}
\end{equation*}
$$

where res ${ }^{(m)}$ is the residual (or defect) after the $m$ th iteration. In other words, if $\rho=0.1$, then the residual is reduced on average by a factor of 10 each preconditioned CG iteration.

A second reformulation of the Navier-Stokes equations that has been previously published is the velocityflux formulation, obtained by defining a new variable, $\mathbf{V}$, that is equal to the gradient of the velocity:

$$
\begin{align*}
& \mathbf{V}-\nabla \mathbf{v}=0 \quad \text { in } \Omega, \\
& -\sqrt{\operatorname{Re}}(\mathbf{v} \cdot \mathbf{V})-\nabla p+\frac{1}{\sqrt{\operatorname{Re}}} \nabla \cdot \mathbf{V}=0 \quad \text { in } \Omega,  \tag{10}\\
& \nabla \cdot \mathbf{v}=0 \quad \text { in } \Omega .
\end{align*}
$$

The first-order system of equations is typically augmented by the following consistent equations:

$$
\begin{align*}
& \nabla(\operatorname{tr}(\mathbf{V}))=0 \quad \text { in } \Omega  \tag{11}\\
& \nabla \times \mathbf{V}=0 \quad \text { in } \Omega
\end{align*}
$$

where $\operatorname{tr}(\mathbf{V})=V_{11}+V_{22}+V_{33}$. This formulation has a formal normal that is diagonally dominant, though not differentially so. This "algebraic" diagonal dominance does, however, yield a number of theoretical and practical advantages, including optimal error estimates in the $H^{1}$ norm for each variable and optimal multigrid convergence estimates due to the fact that it is coercive in $H^{1}[2,6,9]$. The corresponding functional for the velocity-flux formulation is

$$
\begin{equation*}
G_{v . f .}(\mathbf{V}, \mathbf{v}, p):=\|\mathbf{V}-\nabla \mathbf{v}\|_{0, \Omega}^{2}+\left\|-\sqrt{\operatorname{Re}}(\mathbf{v} \cdot \mathbf{V})-\nabla p+\frac{1}{\sqrt{R e}} \nabla \cdot \mathbf{V}\right\|_{0, \Omega}^{2}+\|\nabla \cdot \mathbf{v}\|_{0, \Omega}^{2}+\|\nabla(\operatorname{tr}(\mathbf{V}))\|_{0, \Omega}^{2}+\|\nabla \times \mathbf{V}\|_{0, \Omega}^{2} . \tag{12}
\end{equation*}
$$

The use of the velocity-flux formulation on the first test problem is summarized in Table 2. The only change to the boundary conditions that is required is that the $\mathbf{n} \cdot \omega$ conditioners are dropped in favor of tangential boundary conditions on $\mathbf{V}$. Multigrid convergence factors for the velocity-flux formulation show improvement over those for the vorticity formulation. Further, mass loss is also slightly improved, but still not acceptable without some weighting of the $\nabla \cdot \mathbf{v}$ term. The one disadvantage of the velocity-flux formulation relative to the vorticity formulation is that it requires 13 unknowns per node, compared to 7 unknowns per node for the vorticity formulation. Therefore, the results shown in Table 2 required 20 processors for the velocity-flux

Table 2
Performance of existing first-order formulations of the Navier-Stokes equation on the first test problem

| Formulation | $\alpha$ | Mass loss (\%) | $\rho$ |
| :--- | ---: | :--- | :--- |
| Vorticity | 1.0 | 99.3 | 0.86 |
|  | 10.0 | 71 | 0.91 |
|  | 100.0 | 0.2 | 0.91 |
| Velocity-flux | 1.0 | 76 | 0.80 |
|  | 10.0 | 3.9 | 0.82 |
|  | 100.0 | 0.04 | 0.88 |

[^1]formulation relative to 10 processors for the vorticity formulation. Of course, it could be argued that the velocity-flux formulation would still produce a more accurate answer on a coarser grid (and require fewer processors). In summary, neither of the existing LSFEM for the Navier-Stokes equations provide an acceptable level of mass conservation for the test problem used here unless a significant weight $(\alpha)$ is used on the $\nabla \cdot \mathbf{v}$ term. Of course, both methods would provide acceptable mass conservation with a smaller weighting if a finer mesh (or a higher-order basis) had been used. Our goal in the next section is to develop a new functional that provides a reduction in mass loss on these coarser grids without a degradation in solver performance for this class of flow problems.

## 3. New formulation

It has recently been demonstrated that improving the coupling between the pressure and velocity, especially through the use of boundary conditions, improves mass conservation with LSFEM [18,23]. To achieve stronger coupling between pressure and velocity, the new formulation uses the following identity:

$$
\begin{equation*}
(\mathbf{v} \cdot \nabla) \mathbf{v}=\frac{1}{2} \nabla|\mathbf{v}|^{2}-\mathbf{v} \times(\nabla \times \mathbf{v}) \tag{13}
\end{equation*}
$$

and we define a new variable, $\mathbf{r}$, by

$$
\begin{equation*}
\mathbf{r}=\nabla p+\frac{\sqrt{R e}}{2} \nabla|\mathbf{v}|^{2}=\nabla\left(\frac{\sqrt{R e}}{2}|v|^{2}+p\right) \tag{14}
\end{equation*}
$$

which is the gradient of the the total head (commonly referred to as the gradient of "pressure" [1]) and includes both pressure and velocity. Our new first-order system reformulation of the Navier-Stokes equations is as follows:

$$
\begin{align*}
& \nabla \times \mathbf{v}+\omega=0 \quad \text { in } \Omega, \\
& \nabla \cdot \mathbf{v}=0 \quad \text { in } \Omega \text {, } \\
& \frac{1}{\sqrt{\operatorname{Re}}} \nabla \times \omega-\mathbf{r}+\sqrt{\operatorname{Re}}(\mathbf{v} \times \omega)=0 \quad \text { in } \Omega,  \tag{15}\\
& \nabla \cdot \omega=0 \quad \text { in } \Omega, \\
& \nabla \times \mathbf{r}=0 \quad \text { in } \Omega, \\
& \nabla \cdot \mathbf{r}+\sqrt{\operatorname{Re}}(\omega \cdot \omega)+\operatorname{Re}(\mathbf{v} \cdot \mathbf{r})=0 \quad \text { in } \Omega .
\end{align*}
$$

The first two equations in system (15) are the same as those previously used in the vorticity formulation except that the vorticity is now defined as the negative curl of velocity. The third equation is the momentum balance, rewritten in terms of $\mathbf{r}$ and the curl of vorticity. The fourth equation is derived by taking the divergence of the first equation. The fifth equation comes from taking the curl of Eq. (14), and the final equation is the result of taking the divergence of the momentum balance, and simplifying as follows:

$$
\begin{align*}
\nabla \cdot \mathbf{r} & =\sqrt{\operatorname{Re}}(\nabla \cdot(\mathbf{v} \times \omega)) \\
& =\sqrt{\operatorname{Re}}(\omega \cdot \nabla \times \mathbf{v}-\mathbf{v} \cdot \nabla \times \omega) \\
& =\sqrt{\operatorname{Re}}(-\omega \cdot \omega-\mathbf{v} \cdot(\sqrt{\operatorname{Re}} \mathbf{r}-\operatorname{Re}(\mathbf{v} \times \omega)))  \tag{16}\\
& =-\sqrt{\operatorname{Re}}(\omega \cdot \omega)-\operatorname{Re}(\mathbf{v} \cdot \mathbf{r})-\operatorname{Re} \sqrt{\operatorname{Re}}(\mathbf{v} \cdot(\mathbf{v} \times \omega)) \\
& =-\sqrt{\operatorname{Re}}(\omega \cdot \omega)-\operatorname{Re}(\mathbf{v} \cdot \mathbf{r}) .
\end{align*}
$$

The corresponding functional for the new formulation is

$$
\begin{align*}
G_{\text {new }}(\omega, \mathbf{v}, \mathbf{r}):= & \|\omega+\nabla \times \mathbf{v}\|_{0, \Omega}^{2}+\|\nabla \cdot \mathbf{v}\|_{0, \Omega}^{2}+\left\|-\mathbf{r}+\frac{1}{\sqrt{\operatorname{Re}}} \nabla \times \omega+\sqrt{\operatorname{Re}}(\mathbf{v} \times \omega)\right\|_{0, \Omega}^{2}+\|\nabla \cdot \omega\|_{0, \Omega}^{2} \\
& +\|\nabla \times \mathbf{r}\|_{0, \Omega}^{2}+\|\nabla \cdot \mathbf{r}+\sqrt{\operatorname{Re}}(\omega \cdot \omega)+\operatorname{Re}(\mathbf{v} \cdot \mathbf{r})\|_{0, \Omega}^{2} . \tag{17}
\end{align*}
$$

To further analyze this system of equations, it is useful to rewrite it using slack variables, $\alpha, \beta$, and $\delta$, and moving subprincipal terms to the right-hand side:

$$
\begin{align*}
& \nabla \times \mathbf{v}-\nabla \alpha=-\omega \\
& \nabla \cdot \mathbf{v}=0 \\
& \frac{1}{\sqrt{\operatorname{Re}}} \nabla \times \omega-\nabla \beta=\mathbf{r}-\sqrt{\operatorname{Re}}(\mathbf{v} \times \omega)  \tag{18}\\
& \nabla \cdot \omega=0 \\
& \nabla \times \mathbf{r}-\nabla \delta=0 \\
& \nabla \cdot \mathbf{r}=-\sqrt{\operatorname{Re}}(\omega \cdot \omega)-\operatorname{Re}(\mathbf{v} \cdot \mathbf{r}) .
\end{align*}
$$

Here, the slack variables are included to help analyze the new formulation, but the boundary conditions are set so that they equal zero everywhere and, hence, are not necessary in the computation. The system of equations given by (18) contains a block diagonal operator with three blocks. Each block consists of a curl and divergence of a variable we are interested in approximating. With the proper boundary conditions on each block (specifically, one condition on the slack variable and one on the original variable in the normal direction or, alternatively, conditions on the original variable in the two tangential directions), it is easy to show that the functional associated with (18) and $R e=0$ is continuous and coercive in the ( $H($ div $) \cap H($ curl $)) \times H^{1}$ norm for each block of variables. This result is obtained by using a standard compactness argument.

The formal normal for the principle part (neglecting nonlinear terms) of the new formulation is simply

$$
\left[\begin{array}{ccc}
\nabla \times-\nabla & &  \tag{19}\\
& \nabla \times-\nabla & \\
& & \nabla \times-\nabla
\end{array}\right]\left[\begin{array}{ccc}
\nabla \times & & \\
\nabla \cdot & & \\
& \nabla \times & \\
& & \nabla \cdot \\
& & \nabla \times \\
& & \nabla \cdot
\end{array}\right]=\left[\begin{array}{lll}
-\Delta & & \\
& -\Delta & \\
& & -\Delta
\end{array}\right],
$$

which has Laplacian operators, $\Delta \equiv \nabla \cdot \nabla$, along the diagonal. The new formulation thus has a differentially diagonally dominant formal normal, even with the nonlinear terms included, as desired. We can see here where the previous efforts to remove derivatives from the $\nabla \cdot \mathbf{r}$ term, described in (16), allow for this property. The structure of the operator for this new formulation also creates the possibility of breaking the problem up into smaller subproblems. If the Reynolds number is zero and normal boundary conditions on $\mathbf{r}$ are available, the lower right part of the operator can be solved independent of $\mathbf{v}$ and $\omega$. Then, once $\mathbf{r}$ is known, the central block can be solved for $\omega$, and finally the upper left block can be solved for $\mathbf{v}$. There are two potential difficulties with the approach. First, the boundary conditions that we are proposing to use on $\mathbf{r}$ in the following section depend on the value of $\mathbf{v}$ or $\omega$. Second, in the case of a nonzero Reynolds number, the block strategy must be repeated multiple times until convergence. However, this method, which we explore later, has the advantage of a significant memory savings.

To solve the least-squares problem, the equations that are used in the functional ( $G_{\text {new }}$ ) are first linearized so that the solution can be found using a Gauss-Newton approach. The value of the nonlinear functional is calculated after each Gauss-Newton step to ensure that the nonlinear functional is decreasing to a minimum. The least-squares weak form, Eq. (7), is converted into a linear system of equations by choosing a finite element basis. An alternative approach is to linearize the weak form instead of linearizing the original equations [12,13], but we found better convergence by first linearizing the equations. All of the simulations presented here utilized a triquadratic finite element basis for all of the variables. The LSFEM allows the solution spaces for the variables to be chosen independently, and there is no restrictive stability condition (i.e. inf-sup condition) to satisfy. As a result, all variables in the reformulation of the Navier-Stokes equations can be approximated with the same basis.

All simulations, including those in the previous sections, were performed using the ParaFOS code, written by the authors. The code imports hexahedral meshes from the Cubit mesh generation package (Sandia National Laboratory). The finite element meshes are then partitioned using the Metis graph partitioning
library [22]. The software is designed to run on distributed memory clusters using the MPI library for communication. The linear matrix problem generated during each Gauss-Newton step is solved using the hypre library of solvers (from the Center for Applied Scientific Computing, Lawrence Livermore National Laboratory, see [15]). Specifically, the BoomerAMG parallel algebraic multigrid solver is used as a preconditioner for a conjugate gradient iteration. Most of the solver parameters used were the default settings except for the strong threshold, which was set to zero, and the truncation factor, which was set to 0.3 .

### 3.1. Boundary conditions

Three basic types of boundaries are present in the class of problems we are targeting with this new formulation. First are inflow boundaries where the velocity is fully specified, with the normal velocity generally being nonzero. Second are outflow boundaries where only the tangential velocity and the normal derivative of the normal velocity are specified. Finally, a no-slip condition is set along all the walls. The boundary conditions on velocity and vorticity in the new formulation are identical to those set for the original vorticity formulation. For a more complete discussion of possible boundary conditions on velocity and vorticity, see [1]. When enforcing boundary conditions with LSFEM, two mechanisms are available. First, boundary conditions can be enforced strongly by requiring the finite element space to satisfy the conditions. This is analogous to enforcing essential or Dirichlet boundary conditions with the Galerkin finite element method. A second option is to include boundary conditions in the functional so that the condition is satisfied weakly in a least-squares sense. For all the results shown here, boundary conditions involving a derivative are set weakly, and all other boundary conditions (i.e. Dirichlet conditions on velocity and vorticity) are set strongly.

The major change between the new formulation and the original vorticity formulation is the introduction of a new variable, $\mathbf{r}$, equal to the gradient of the total pressure. A number of options are available with regard to boundary conditions on $\mathbf{r}$. First, the simplest solution is to not enforce any boundary conditions on $\mathbf{r}$ because the problem is well-posed with only the velocity fully specified on all boundaries. Unfortunately, the convergence rate of a multigrid solver can deteriorate significantly if boundary conditions are not present on this lower block of the operator. A second option, available only for wall boundaries, is to set $\mathbf{n} \cdot \mathbf{r}=0$. This is almost never physically accurate, but the error is small enough that this is a common practice when solving the pressure Poisson equation [17]. The remaining two options involve taking the inner product of the momentum equation with the normal vector as follows:

$$
\begin{align*}
\mathbf{n} \cdot \mathbf{r} & =\frac{1}{\sqrt{\operatorname{Re}}}(\mathbf{n} \cdot \nabla \times \omega)+\sqrt{\operatorname{Re}}(\mathbf{n} \cdot(\mathbf{v} \times \omega))=\frac{1}{\sqrt{\operatorname{Re}}}(\mathbf{n} \cdot \nabla \times \omega)+\sqrt{\operatorname{Re}}((\mathbf{n} \times \mathbf{v}) \cdot \omega) \\
& =\frac{1}{\sqrt{\operatorname{Re}}}(\mathbf{n} \cdot \nabla \times \omega)=\frac{1}{\sqrt{\operatorname{Re}}}(\mathbf{n} \cdot \nabla \cdot \nabla \mathbf{v}) . \tag{20}
\end{align*}
$$

Table 3
Boundary conditions used for the new first-order formulation of the Navier-Stokes equations

| Inlet | $\mathbf{n} \cdot \mathbf{v}=g$ |
| :--- | :--- |
| Boundary | $\mathbf{n} \times \mathbf{v}=0$ |
| Conditions | $\mathbf{n} \cdot \omega=0$ |
|  | $\mathbf{n} \cdot \mathbf{r}-\mathbf{n} \cdot \frac{1}{\sqrt{R e}} \nabla \times \omega=0$ or |
|  | $\mathbf{n} \cdot \mathbf{r}-\mathbf{n} \cdot \frac{1}{\sqrt{R e}} \nabla \cdot \nabla \mathbf{v}=0$ |
| Outlet | $\mathbf{n} \cdot \nabla(\mathbf{v} \cdot \mathbf{n})=0$ |
| Boundary | $\mathbf{n} \times \mathbf{v}=0$ |
| Conditions | $\mathbf{n} \cdot \omega=0$ |
|  | $\mathbf{n} \cdot \mathbf{r}-\mathbf{n} \cdot \frac{1}{\sqrt{R e}} \nabla \times \omega=0$ or |
|  | $\mathbf{n} \cdot \mathbf{r}-\mathbf{n} \cdot \frac{1}{\sqrt{R e}} \nabla \cdot \nabla \mathbf{v}=0$ |
| Wall | $\mathbf{n} \cdot \mathbf{v}=0$ |
| Boundary | $\mathbf{n} \times \mathbf{v}=0$ |
| Conditions | $\mathbf{n} \cdot \omega=0$ |
|  | $\mathbf{n} \cdot \mathbf{r}-\mathbf{n} \cdot \frac{1}{\sqrt{R e}} \nabla \times \omega=0$ or |

The final two relationships in (20) can be used as boundary conditions on $\mathbf{r}$ for surfaces where the tangential velocity is zero, as summarized in Table 3. A triquadratic or higher-order finite element basis is required to use the boundary condition involving the second derivative of velocity. If the tangential velocity is not zero, an additional term is required in the boundary condition. It is important to note that neither boundary condition is sufficient to make the operator $H^{1}$-elliptic, but, as we show in the next section, it is enough provide good multigrid performance and more accurate (but not perfect) mass conservation.

## 4. Results

The same test problem used in Section 2 to examine the performance of the vorticity and velocity-flux formulations can also be used to test the new formulation. As discussed in the previous section, however, there are two possible boundary conditions that can be used on the variable $\mathbf{r}$. Table 4 summarizes the performance of the new formulation using the two different boundary conditions. The first section of the table shows the
 able mass conservation $(98 \%)$ when the weighting on $\nabla \cdot \mathbf{v}$ term, $\alpha$, is equal to 10.0 . Recall that, with the original vorticity formulation, setting $\alpha$ equal to 10.0 still resulted in only $29 \%$ of the mass being conserved. Also, the average convergence factor of the linear solver, AMG preconditioned CG, is slightly better than either of the previous formulations. Considering that a triquadratic basis is being used here, the convergence rate is surprisingly good [19]. When the inlet and outlet boundary conditions on $\mathbf{r}$ are changed to $\mathbf{n} \cdot \mathbf{r}=\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \cdot \nabla \mathbf{v}\right)$, there is only a small impact on the performance of the new formulation. Similarly, when the $\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \cdot \nabla \mathbf{v}\right)$ form of the boundary condition is used on all boundaries, both the convergence factors and mass conservation are only slightly changed. It should be noted that normally, weak Dirichlet boundary conditions are scaled by $1 / h$ so that the $L_{2}$-norm resembles an $H^{1 / 2}$-norm. For this second-order derivative term on velocity, a scaling of $h^{3}$ was used on the $L_{2}$-norm so that it resembles an $H^{1 / 2}$-norm on velocity, but a scaling of $h^{1}$ also led to convergence.

The results of these test indicate that setting a boundary condition of $\mathbf{n} \cdot \mathbf{r}=\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \times \omega\right)$ or $\mathbf{n} \cdot \mathbf{r}=$ $\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \cdot \nabla \mathbf{v}\right)$ on the inlet/outlet and walls as well as weighting the $\nabla \cdot \mathbf{v}$ term by 10 leads to an efficient algorithm. Fig. 2 shows the velocity for the central cross-section of the test problem using $\alpha=10.0$ and $\mathbf{n} \cdot \mathbf{r}=$ $\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \times \omega\right)$. This method is used for all the additional test problems, unless otherwise noted.

The second problem is similar to the first except that a cylindrical obstruction with a diameter of 0.4 is placed in the path of the flow. A cross-section of the three-dimensional, all-hexahedral mesh is shown in Fig. 3a. The mesh is regular in the dimension normal to the figure, and it consists of 1960 elements, about three quarters of that of the first test problem. The boundary conditions are identical to those of the first test problem, with the obstruction being treated as a wall or no-slip boundary and $\mathbf{n} \cdot \mathbf{r}=\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \times \omega\right)$ set as the $\mathbf{r}$ boundary condition on all boundaries. The Reynolds number is also unchanged at 100. Using a triquadratic

Table 4
Performance of the new formulation of the Navier-Stokes equation on the first test problem with different boundary conditions on $\mathbf{n} \cdot \mathbf{r}$

| Inlet/outlet | Wall | $\alpha$ | Mass loss (\%) | $\rho$ |
| :--- | :--- | ---: | ---: | ---: |
| $\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \times \omega\right)$ | $\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \times \omega\right)$ | 1.0 | 31 | 0.75 |
|  |  | 10.0 | 0.73 |  |
| $\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \cdot \nabla \mathbf{v}\right)$ | 100.0 | 0.84 |  |  |
|  | $\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \times \omega\right)$ | 1.0 | 0.05 | 0.75 |
| $\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \cdot \nabla \mathbf{v}\right)$ | 10.0 | 0.74 |  |  |
|  |  | 100.0 | 0.86 |  |
|  | $\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \cdot \nabla \mathbf{v}\right)$ | 1.0 | 0.03 | 0.77 |
|  |  | 10.0 | 26 | 0.77 |

Here, $\alpha$ is the weighting on the $\nabla \cdot \mathbf{v}$ term in the functional and $\rho$ is the convergence factor of the AMG preconditioned CG solver.


Fig. 2. Central cross-section of flow through the first test problem using the new formulation of the Navier-Stokes equations with $\alpha=10$ and $\mathbf{n} \cdot \mathbf{r}=\mathbf{n} \cdot\left(\frac{1}{\sqrt{R e}} \nabla \times \omega\right)$ along all boundaries.


Fig. 3. (a) A cross-section of the finite element mesh for the second test problem. The domain is $5 \times 1 \times 1$ and the cylindrical obstruction has a diameter of 0.4 . (b) Velocity vectors for the central cross-section using a triquadratic basis and $\alpha=10$.
finite element basis and $\alpha=10$, the global mass loss was $2 \%$. Using the same basis and value for $\alpha$, the traditional vorticity formulation had a mass loss of $45 \%$ and the velocity-flux formulation had a mass loss of $29 \%$. The velocity vectors along the central cross-section are shown in Fig. 3b for the solution using the new formulation. The unstructured mesh and curved boundary did have an impact on the performance of the linear solver for this problem. Solving on eight distributed processors resulted in an average convergence factor of 0.83 for the iterations of the AMG preconditioned CG solver. The average convergence factor can be decreased slightly to 0.81 by solving the problem on only six distributed processors, but this required 1.2 GB of memory per processor, and we are normally limited to 1 GB per processor. The reason for the slight improvement in convergence factor is that the BoomerAMG preconditioner uses a hybrid Gauss-Seidel/ Jacobi smoother. Basically, Gauss-Seidel is used on each independent processor and Jacobi is used for the boundary between processors. Also, the special coarse-grid selection algorithms used along processor boundaries can impact the convergence factors [16].

The final test problem starts as a cylindrical tube followed by a series of downstream bifurcations. An all hexahedral mesh of the domain, which consists of 420 elements, is shown in Fig. 4 a. Incompressible flow at a Reynolds number of 100 was modeled in this domain using boundary conditions identical to those of the previous test problems except that the normal velocity along the inlet was set to be a paraboloid with a maximum value of 1.0. This is the steady flow profile in a cylindrical tube, so the profile remains unchanged until the flow approaches the bifurcation. Fig. 4b shows the velocity vectors using the new formulation and a weighting of 10.0 on the $\nabla \cdot \mathbf{v}$ term in the functional. Considering the coarse mesh used and irregular geometry, it is somewhat surprising that the same weight as previous test problems was required and not a larger weight. Quantitatively, the global mass loss in the solution shown in Fig. 4b, between the inlet and outlet is $3 \%$. This is much better that the traditional vorticity functional (Eq. (6)), which had a global mass loss of $81 \%$, and the velocityflux function (Eq. (12)), which had a global mass loss of $42 \%$, even though both had a weighting of 10 on the $\nabla \cdot \mathbf{v}$ term. For the previous test problems, the convergence factor of the AMG preconditioned CG solver varied little between the three or four Gauss-Newton steps required to converge to a solution. For this problem,


Fig. 4. (a) The finite element mesh for the third test problem composed of 420 hexahedral elements. (b) Velocity vectors for the central cross-section using a triquadratic basis and $\alpha=10$.
however, the convergence factor varied between 0.7 and 0.9 for the four iterations. Further, the first iteration was the second fastest at 0.73 , and the final iteration was the fastest at 0.7 . The second and third steps were slower at 0.84 and 0.9 , respectively. This is uncharacteristic since we normally observe only small changes in the average convergence factor, and, even if we do observe changes, they are typically a decrease in the converge factor and an acceleration of the solution process. We do not have an explanation for this unusual behavior.

### 4.1. Block solver

The differentially diagonally dominate structure of the operator shown in Eq. (18) suggests the possibility of dividing the problem into three parts that can be solved separately. Given an initial guess for the unknowns (v, $\omega$, and $\mathbf{r}$ ) and appropriate boundary conditions (e.g. Table 3), the lower left block may be solved by minimizing the functional

$$
\begin{equation*}
G_{1}(\mathbf{r}):=\|\nabla \times \mathbf{r}\|_{0, \Omega}^{2}+\|\nabla \cdot \mathbf{r}+\sqrt{\operatorname{Re}}(\mathbf{r} \cdot \mathbf{r})+\operatorname{Re}(\mathbf{v} \cdot \mathbf{r})\|_{0, \Omega}^{2} . \tag{21}
\end{equation*}
$$

The second step is to solve the middle block (using the new value for $\mathbf{r}$ ) by minimizing

$$
\begin{equation*}
G_{2}(\omega):=\left\|-\mathbf{r}+\frac{1}{\sqrt{\operatorname{Re}}} \nabla \times \omega+\sqrt{\operatorname{Re}}(\mathbf{v} \times \omega)\right\|_{0, \Omega}^{2}+\|\nabla \cdot \omega\|_{0, \Omega}^{2} \tag{22}
\end{equation*}
$$

and the final step is solving for the velocity in the upper block (using the new values for $\mathbf{r}$ and $\omega$ ) by minimizing

$$
\begin{equation*}
G_{3}(\mathbf{v}):=\|\omega+\nabla \times \mathbf{v}\|_{0, \Omega}^{2}+\|\nabla \cdot \mathbf{v}\|_{0, \Omega}^{2} \tag{23}
\end{equation*}
$$

For the $R e=0$ case, the functionals, $G_{1}-G_{3}$, are uncoupled in a way that the problem may be solved by minimizing each functional just once in the order described. If $R e \neq 0$, an iterative solution strategy is required, and the convergence rate to the overall solution determines whether or not this is a practical method.

We tested the block solver approach on the first test problem (see Table 1) with an additional boundary condition of $\mathbf{n} \cdot \mathbf{r}=\frac{1}{\sqrt{R e}}(\mathbf{n} \cdot \nabla \times \omega)$ on all boundaries. Convergence to the approximate solution was defined as each functional changing by less than $10^{-3}$. However, with $R e=100$, the block method failed to converge to an approximate solution. Convergence, instead, was achieved through the use of a Reynolds number continuation strategy. First, the problem was solved with $R e=1$, then $R e=10$, and finally $R e=100$. A total of three iterations through the functionals, $G_{1}-G_{3}$, were used for the $R e=1$ and $R e=10$ cases, and four iterations were required for the $R e=100$ case. The overall efficiency was helped by the fact that the convergence factor on each subproblem was $0.3-0.5$, and the memory requirements were $1 / 3$ that of solving the full problem. The global mass conservation, however, was not very good because $30 \%$ of the mass was lost with a weighting of 10 on the $\nabla \cdot \mathbf{v}$ term. When the boundary condition on $\mathbf{r}$ was changed to $\mathbf{n} \cdot \mathbf{r}=\frac{1}{\sqrt{R e}}(\mathbf{n} \cdot \nabla \cdot \nabla \mathbf{v})$


Fig. 5. Velocity vectors for the central cross-section using a triquadratic basis and the block solver approach on the first test problem.
on all boundaries, the mass loss decreased to only $5 \%$, as shown in Fig. 5. It is not clear why the mass loss is higher when using the block solver approach, but the solution when minimizing three separate functionals is different than minimizing a single combined functional. However, the two methods must give the same solution as $h \rightarrow 0$. In summary, the poor robustness of this solution method prevents it from competing with the full functional method at this time. On the other hand, if the convergence and robustness could be improved by some other means (e.g. grid continuation), it could become a very efficient method. The block solver could also be used as a preconditioner for the full functional, but we have not explored this possibility.

## 5. Discussion

The new formulation results in an improvement in both convergence rate and mass conservation accuracy relative to the original vorticity formulation. Of course, the new formulation also has nine unknowns per node compared to the vorticity formulation, which has seven unknowns per node. This difference translates into approximately $65 \%$ more nonzero entries in the matrix, but the new formulation is still more computationally efficient because it requires only half the number of AMG preconditioned CG iterations and gives better mass conservation with the same weight on the $\nabla \cdot \mathbf{v}$ term. Compared to the velocity-flux formulation, the new method gives similar mass conservation and similar convergence rates for the linear problem, but it has significantly fewer unknowns per node ( 9 vs. 13), resulting in less than half as many non-zeros in the matrix.

The improved convergence rate of the new formulation is a result of the operator being differentially diagonally dominate and consisting of basically three independent Laplacian operators. However, the reason for the improved mass conservation is less obvious. One important clue comes from the observation that with any of the formulations shown here, excellent mass conservation ( $\ll 1 \%$ error) can be achieved by enforcing inflow and outflow boundary conditions on the pressure instead of on the normal velocity. Without a boundary condition on the pressure, the coupling between the pressure and the velocity is insufficient on coarse grids and the pressure tends to be relatively constant. The importance of strong coupling between the pressure and velocity in LSFEM formulations has also been stressed by others [23]. With the new formulation, the variable $\mathbf{r}$ represents the 'pressure' gradient, and we are able to achieve stronger coupling between the pressure and velocity through this variable by essentially adding a pressure Poisson equation and consistent Neumann boundary conditions. The pressure Poisson equation is essentially a restatement of conservation of mass in terms of pressure, and, as a result, the new formulation yields improved mass conservation relative to existing formulations for a given scaling on the $\nabla \cdot \mathbf{v}$ term.
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